Optimized pulse width modulation pattern strategy for three-dimensional profilometry with projector defocusing
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Three-dimensional profilometry by sinusoidal fringe projection using phase-shifting algorithms is usually distorted by the nonlinear intensity response of commercial video projectors. To overcome this problem, several methods including sinusoidal pulse width modulation (SPWM) were proposed to generate sinusoidal fringe patterns with binary ones by defocusing the project to some certain extent. However, the residual errors are usually nonnegligible for highly accurate measurement fields, especially when the defocusing level is insufficient. In this work, we propose two novel methods to further improve the defocusing technique. We find that by properly optimizing SPWM patterns according to some criteria, and combining SPWM technique with four-step phase-shifting algorithm, the dominant undesired harmonics will have no impact on the phase obtained. We also propose a new sinusoidal fringe generation technique called tripolar SPWM, which can generate ideal sinusoidal fringe patterns with a very small degree of defocusing. Simulations and experiments are presented to verify the performance of these two proposed techniques. © 2012 Optical Society of America

OCIS codes: 120.0120, 120.2650, 100.5070, 120.5050.

1. Introduction

Optical noncontact three-dimensional (3D) shape measurement techniques have been employed for several years to measure the 3D profile of objects. With the recent advancement in digital display devices such as liquid crystal displays (LCDs) and digital mirror devices (DMDs), 3D shape measurement based on digital fringe projection has been rapidly expanding [1–4]. It is much easier and more convenient to generate and control the fringe patterns with a commercial video projector. However, due to the nonlinear response of the projection engines of projectors [5–7], it remains a challenging task to develop a high-speed 3D imaging system with an off-the-shelf projector. Projector response calibration is usually needed to perform high-quality 3D shape measurement using a digital fringe projection and phase-shifting method. Unfortunately, the intensity response of a projector actually changes with the time lapse [8,9]. So this nonlinearity problem cannot be solved by one-time calibration methods such as projection of predistorted patterns [10], creation of a lookup table for error compensation [11], and use of a calibration board [12]. To overcome this problem, techniques that generate sinusoidal fringe patterns by using a binary pattern are proposed to elude
the nonlinearity problem. Ayubi et al. \cite{8} partitioned a sinusoidal fringe pattern into a temporal sequence of binary fringes and acquired the binarized images to reproduce an ideal sinusoidal fringe pattern. This technique was recently improved by encoding the binary pattern in three-color channels \cite{13}. However, it still requires at least nine images for 8 bit shape profiling, which reduces the measurement speed. Besides, the coding errors resulting from the out-of-focus blur limit its measurement depth range. In contrast, another class of techniques generates sinusoidal fringe patterns by rationally defocusing a binary pattern. Su et al. \cite{14} introduced a technique for defocusing a square wave generated by the Ronchi grating for 3D shape measurement. Lei and Zhang \cite{9} proposed a technique called squared binary defocusing method (SBM) that is to generate sinusoidal fringe patterns by properly defocusing squared binary structured ones using a digital video projector. Ayubi et al. \cite{15} presented methods for generating the binary pattern by the sinusoidal pulse width modulation (SPWM) technique of electrical engineering. Wang and Zhang proposed a binary pattern generation technique called optimal pulse width modulation (OPWM) \cite{16} and conduct a comparative study on SBM, SPWM, and OPWM \cite{17}. Compared to SBM, the SPWM and OPWM methods can produce better 3D shape measurement results especially when the defocusing degree is small. But the phase error caused by some unwanted high-order harmonics of the generated patterns of SPWM and OPWM methods is still nonnegligible, especially when the project is nearly focused \cite{17}. The trade-off between defocusing degree and pattern contrast results in narrow depth of field of the measurement system.

The purpose of the present paper is to further improve the defocusing technique in the following two ways. Specifically, first the SPWM technique is optimized, combining the four-step phase-shifting technique; the dominant error-causing harmonics can be shifted to higher even multiplies of fundamental frequency, and thus they have no impact on calculated phase. Second, we propose a technique called triaxial SPWM, in which the undesired harmonics can be displaced so far away from the fundamental frequency that ideal sinusoidal patterns can be generated with very small defocusing level. Both simulation and experimental results showed that, with the proposed methods, high measurement accuracy can be achieved with conventional three- or four-step phase-shifting algorithms even using a small degree of defocusing.

2. Principle

A. Digital Fringe Projection Profilometry

A crossed-optical-axes triangulation is usually utilized in the digital fringe projection profilometry as shown in Fig. 1. Points \(P\) and \(C\) are the centers of the entrance pupil of CCD, and the exit pupil of the projector and the lines \(PO\) and \(CO\) are the optical axis of the projector and the CCD camera, respectively. The normal of this reference plane is parallel with the line \(CO\). A sinusoidal fringe pattern generated by the projector is projected onto the measured object. For the sake of simplicity, the pattern we used only varies with the \(x\) coordinate. The distorted fringe distribution, denoted as \(I(x, y)\), captured by the CCD camera is

\[
I(x, y) = A(x, y) + B(x, y) \cos[\phi(x, y) + 2\pi f x],
\]

where \(f\) is the spatial frequency of the fringe on the reference plane, \(A(x, y)\) is the average intensity, \(B(x, y)\) is the intensity modulation, and \(\phi(x, y)\) is the phase distribution that is corresponding with the surface profile of the measured object. The relationship between the phase and surface profile can be given as

\[
h(x, y) = \frac{l \phi_{AB}}{2\pi df + \phi_{AB}}.
\]

where \(\phi_{AB}\) is the phase difference of the fringe between point \(A\) and point \(B\), \(l\) is the distance from the entrance pupil of the CCD camera to the reference plane, and \(d\) is the distance between the entrance pupil of the CCD and the exit pupil of the projector. Once the parameters mentioned in Eq. (2) are obtained, the surface profile \(h(x, y)\) can be calculated.

B. Defocusing Theory

However, the traditional digital fringe projection profilometry is not trouble-free. One of the major problems is the projector’s nonlinear gamma response. This is because the commercial video projector is usually a nonlinear device that is purposely designed to compensate for human vision. This nonlinear response will result in nonsinusoidal waveforms if no compensation is used. Generally, the defocusing technique is to use computer generated binary structured images, and defocus the projector to make them become sinusoidal structured ones. The intensity of the normalized squared binary structured patterns can be represented as

Fig. 1. Typical crossed-optical-axes profilometry arrangement.
where $T$ is the fringe period, and $*$ stands for convolution operation. Because the structured patterns have horizontal/vertical stripes with exactly the same structure, in order to understand how the binary pattern changes when the projector is defocused, we only need to study how one horizontal cross section of the pattern alters. The Fourier transform of $p(x)$ is

$$P(f_x) = C \sum_{j=-\infty}^{\infty} \text{sinc} \left( \frac{f_x}{2f_0} \right) \cdot \delta(f_x - jf_0).$$

where $C$ is a constant, and $f_0 = \frac{1}{T}$ represents the spatial frequency of the pattern. The amplitude of the harmonics of frequency is shown in Fig. 2. It can be seen that SBM produces a monotonically decaying harmonic distortion spectrum and the nonzero frequency components all exist in the odd-order harmonics.

The defocusing effect can be modeled as the convolution of a sharp image with the point spread function (PSF). The PSF is usually approximated by a circular Gaussian function [16, 17],

$$h(x,y) = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{x^2 + y^2}{2\sigma^2} \right).$$

where the standard deviation $\sigma$ is proportional to defocusing levels. The defocused optical system is equivalent to a spatial two-dimensional (2D) low-pass filter, which could attenuate the higher-order harmonics in SBM. But since the spectrum of SBM contains all odd-order harmonics, the projector must be properly defocused, so that the higher odd-order harmonics can be filtered out effectively and thus the ideal sinusoidal fringe can be generated. But proper defocusing is not very easy to achieve, especially when the fringe width is large. A low level of defocusing cannot remove higher-order harmonic components effectively, while a high level of defocusing will reduce the pattern contrast considerably.

C. Frequency Spectra of SPWM Waveforms

The SPWM technique is proposed in [15] to generate a high-quality sinusoidal pattern with a smaller defocusing level. Figure 3 gives an example to better illustrate its principle. The output binary patterns are modulated by comparing the desired sinusoidal pattern with a high-frequency triangular carrier [18]. When the intensity value of the sinusoidal waveform is greater than the triangular waveform, the value of SPWM pattern is “1”; otherwise, the intensity value is “0.”

In the spectrum of the SPWM pattern, the high-frequency harmonics are shifted farther away from the fundamental frequency and thus are easier to be suppressed with a smaller defocusing level. Ideally, the harmonics in the spectrum of the SPWM pattern includes

$$nf_c \pm kf_0.$$
D. Sensitivity to Harmonics for Different Phase-Shifting Algorithms

In general, an $N$-step phase-shifting algorithm with equal phase shifts can be described as

$$I_n(x, y) = A(x, y) + B(x, y) \cos[\phi(x, y) + 2\pi n/N]. \quad (7)$$

where $A(x, y)$ is the average intensity, $B(x, y)$ is the intensity modulation, $\phi(x, y)$ is the phase to be solved for, $n$ is phase-shift index, and $n = 1, 2, 3, \ldots, N$. Solving these equations leads to

$$\phi(x, y) = \tan^{-1} \frac{\sum_{n=1}^{N} I_n(x, y) \sin(2\pi n/N)}{\sum_{n=1}^{N} I_n(x, y) \cos(2\pi n/N)}. \quad (8)$$

Suppose we have a group of phase-shifted sinusoid waveforms, mixed with high-order harmonics, defined as

$$I_n(x, y) = A(x, y) + B(x, y) \cos[\phi(x, y) + 2\pi n/N] + \sum_{k=2}^{\infty} B_k(x, y) \cos[k\phi(x, y) + 2\pi n/N]. \quad (9)$$

$B(x, y) \cos[\phi(x, y) + 2\pi n/N]$ is the main signal, and $\sum_{k=2}^{\infty} B_k(x, y) \cos[k\phi(x, y) + 2\pi n/N]$ are the harmonics terms. When we still apply Eq. (8) to compute the desired phase of fundamental signal, a harmonics distorted phase will be obtained as $\phi'(x, y)$.

To analyze how each harmonic frequency component affects the calculated phase for different phase-shifting algorithms, we just added one specific harmonic component to the ideal sinusoid wave signals one time. Then we compared the calculated phase $\phi'(x, y)$ with the correct one $\phi(x, y)$, and we would know whether we can get a distortion-free phase even when the particular harmonic component exists. Table 1 summarizes the results.

A key regulation can be observed from the table that $N$-step phase-shifting is only sensitive to the presence of the $(p + 1) N + 1$ th harmonics, where $p$ is an integer. For example, the six-step algorithm is insensitive to harmonics 2, 3, and 4, but also to harmonics 6, 8, 9, 10, 12, 14 . . . . It is sensitive only to harmonics 5 + 6$p$ and 7 + 6$p$.

### Table 1. Sensitivity of Different Phase-Shifting Algorithms to Harmonics

<table>
<thead>
<tr>
<th>Harmonics</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Step</td>
<td>3</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

E. OPWM and Large-Step Binary Phase-Shifting Algorithms

More recently, Wang and Zhang [16] proposed a binary pattern scheme called OPWM, which could selectively eliminate some specific undesired frequency components in the spectra of SBM patterns. Since there are only odd-order harmonics components in the spectrum of the SBM pattern, and according to Table 1, three-step phase-shifting is insensitive to triplen harmonics, the fifth-order and seventh-order harmonics are the dominant phase error sources. The OPWM technique can selectively eliminate these frequency components by inserting different types of notches in an SBM pattern. Experimental results show it can effectively reduce the phase error in three-step phase-shifting with a slightly defocused projector. However, for the even-step phase-shifting method, e.g., four-step phase-shifting, more harmonics need to be eliminated to achieve a good measurement quality, and it is impractical to eliminate too many harmonics for the OPWM technique due to the discrete fringe generation nature.

Ekstrand and Zhang [19] use the seven-step or nine-step binary phase-shifting algorithm to produce accurate 3D measurements with a nearly focused projector. From Table 1 and the above discussion, it can be deduced that the seven-step phase-shifting algorithm is sensitive only to $6 + 7p$- and $9 + 7p$-order harmonics, and the nine-step phase-shifting algorithm is sensitive only to $8 + 9p$- and $10 + 9p$-order harmonics. For SBM patterns whose spectrums contain only odd-order harmonics, the nine-step phase-shifting algorithm does not experience any error from harmonics below the 17th order. Therefore, the remaining harmonic induced errors are negligible with nearly focused binary patterns. However, this improvement is achieved at the cost of prolonging the acquisition time, since many more fringe patterns are needed.

3. Proposed Methods

A. SPWM Plus Four-Step Phase-Shifting Algorithm

It is not difficult to understand that two factors should be considered when using phase-shifting profilometry with nonsinusoidal patterns: (1) the spectrum/harmonics of the fringe pattern; (2) the...
sensitivity to harmonics of the phase-shifting algorithm. In general, the more steps of phase-shifting employed, the better the harmonics resistant ability will be. According to the regulation summarized in Table 1, we know that an $n + 2$ step phase-shifting algorithm could retrieve phase accurately from fringe patterns with harmonics up to the $n$th order. Besides, one can seldom observe harmonics higher than 15th order in a practical profilometry system due to the inherent blurring effect of the optical device. So when the number of phase steps is large enough, we do not have to consider the spectrum/harmonics of the designed pattern. And conversely, if the sinusoidality of the patterns is good enough, three-step phase-shifting will be sufficient to obtain satisfactory results. However, in the spectrum of a SPWM pattern, the harmonics at the carrier frequency $f_c$ and its two side-band components spaced by $2f_0$ cannot be neglected, especially when the projector is nearly focused. Besides, we want to use fewer steps of phase-shifting for fast measurements. So the two factors should be considered simultaneously.

From Table 1, it can be found that the prominent characteristic of the four-step phase-shifting algorithm is that it is insensitive to all even-order harmonics. On the other hand, from Eq. (6), we know that if the frequency of the triangle carrier is even multiples of the fundamental frequency, the predominant harmonics components ($f_c$ and its two side-band components occur at $f_c \pm 2f_0$) are all even-order harmonics. So these harmonic components do not induce phase error in four-step phase-shifting algorithm. One consequence of this is that all even-order harmonics have no impact on phase, leaving other odd-order harmonics to dominate. Although the peaks around the frequency $2f_c$ are odd-order harmonics, their frequencies are very high and can be easily suppressed even with a nearly focused optical system. Considering these two aspects, we can combine the SPWM technique with the four-step phase-shifting algorithm.

It must be also mentioned that the above analysis is under ideal conditions. In practical applications, the projected pattern consists of only digital discrete pixels, and the number of sampling points in each period is limited. The harmonics distribution of the real SPWM pattern is much more complex. In general, the harmonic components in the discrete patterns are more than those under ideal conditions. Sometimes, even some low-order harmonics may spring up. To minimize the error caused by the discrete nature of the pattern, the following principles are recommended when designing the SPWM pattern.

**Principle 1:** The fringe period should be properly chosen to avoid phase-shift error. For the four-step phase-shifting algorithm, the fringe width should be a multiple of 4. When designing the SPWM pattern, to ensure each period of the waveform is identical, design one-period pattern first, and then extend it to the full size. Finally, the phase-shifting is realized by spatially moving the binary patterns. For example, a $\pi/2$ phase-shifting can be realized by moving 1/4 period of the SPWM pattern.

**Principle 2:** There are two ways to generate the discrete SPWM pattern. To better explain, we illustrate these two methods in Fig. 4. Suppose we want to generate a SPWM pattern with a fringe pitch of 80 pixels and $f_c = 10f_0$; we can first discretize one period of the sinusoidal waveform and the triangular waveform to 80 pixels [Fig. 4(a)] and then compare their intensity values to get the final SPWM pattern [Fig. 4(c)]. Another way is to generate one period of the sinusoidal waveform and the triangular waveform with a much higher sample rate and get the

![Fig. 4](image-url)
high-resolution SPWM pattern [we use 80,000 points in Fig. 4(b)], and then we subsample the high-resolution SPWM pattern to get the final SPWM pattern with the fringe pitch we want [Fig. 4(d)]. It is obvious that the triangular waveform in Fig. 4(a) is seriously distorted due to the inadequate sampling rate, while the SPWM pattern generated by the second approach has a better shape and symmetry. Besides, the second method that subsampling an ideal, high-resolution SPWM pattern to get the final low-resolution one is more theoretically understandable.

**Principle 3:** Since the ideal SPWM pattern is binary, its spectrum width is infinite. The spectrum aliasing problem is inevitable for the discrete SPWM pattern. To reduce the spectrum aliasing effect, (1) $f_c$ should be properly selected, neither too great nor too small. Figure 5 shows three SPWM patterns with different $f_c$ and their spectra. If the $f_c$ is too small, the peaks around the frequency $2f_c$ cannot be effectively shifted to higher frequencies. On the other hand, when the $f_c$ is too large, some low-order or error-causing odd-order harmonics will appear due to the spectrum aliasing. (2) Remove the spikes

![Fig. 5. (Color online) Comparison among SPWM patterns (fringe pitch 80 pixels) with different modulation frequencies. Top row: The sinusoidal and the modulation triangle waveforms with (a) $f_c = 6f_0$, (b) $f_c = 12f_0$, and (c) $f_c = 10f_0$. Middle row: (d)–(f) the resultant binary SPWM waveform from (a), (b), and (c). Bottom row: (g)–(i) frequency spectra of (d), (e), and (f).](image-url)

![Fig. 6. (Color online) Alleviating the aliasing effect by reducing the amplitude of the triangle carrier by 3%. (a) The sinusoidal and the modulation triangle waveforms with reduced amplitude; (b) the resultant binary SPWM waveform; (c) frequency spectrum of (b). Comparing with the frequency spectrum shown in Fig. 5(f), the improvement is obvious.](image-url)
with small width in the discrete SPWM pattern by reducing the amplitude of the triangle carrier. The spikes in SPWM waveform will induce large high-frequency components in its spectrum, which will aggravate the spectrum aliasing problem. Figure 6 gives an example that further optimizes the pattern shown in Fig. 5(d) by reducing the amplitude of the triangle carrier by 3%. Figure 6(b) shows the final waveform, and Fig. 6(c) shows its spectrum. It is evident that the undesired harmonics are significantly reduced and the spectrum is very close to the ideal case.

Therefore, the above three aspects must be taken into account when one wants to design a good discrete SPWM pattern. In Fig. 7, we give two more good examples of SPWM patterns generated by using the above rules. The fringe pitch of Fig. 7(a) is 60 pixels, and \( f_c \) is chosen as 8\( f_0 \). The fringe pitch of Fig. 7(c) is 100 pixels, and \( f_c \) is chosen as 12\( f_0 \).

B. Tripolar SPWM

By combining the SPWM technique with the four-step phase-shifting algorithm, we can effectively elude the negative effect of some high-order harmonic on phase. But generally, we still prefer that the defocused pattern can be produced as sinusoidally as possible so that phase-shifting algorithms with any steps can be applied without considering their harmonics sensitivity.

The SPWM referred before adopts only two gray-levels (i.e., 0 and 1), so it can also be called bipolar SPWM or two-level SPWM. If we introduce one more gray-scale (i.e., 0.5), there will be three gray-levels in the SPWM waveform. This additional gray-scale provides more possibilities of improving the sinusoidality of the defocused pattern. Besides, since only three kinds of gray-scales are used, the intensity

Fig. 8. (Color online) Tripolar SPWM waveform generation and harmonics distribution. (a) The sinusoidal and the two modulation triangle waveforms displaced by \( \pi/0.133 f_c \); (b), (c) the two binary SPWM waveforms obtained; (d) the resultant tripolar SPWM pattern; (e) frequency spectrum of (d).
calibration is a very easy job. We call this three-gray-level SPWM technique tripolar SPWM.

Figure 8 shows how the tripolar SPWM pattern is generated \( f_c = 10 f_0 \). First, two high-frequency triangular carriers displaced by \( \pi \) shift in phase are compared with desired a sinusoidal pattern to get two bipolar SPWM patterns. Note the second bipolar SPWM pattern corresponding to the \( \pi \) shifted triangular carrier (shown in red) should be inversed; i.e., when the intensity value of the sinusoidal waveform is less than the triangular waveform, the value of SPWM pattern is “1”; otherwise, the intensity value is “0.” Then the resultant tripolar SPWM waveform is the difference of the two bipolar SPWM patterns [18].

The harmonics in the spectrum of the tripolar SPWM pattern includes

\[
2nf_c \pm kf_0, \tag{10}
\]

![Figure 9](image1.png)

Fig. 9. (Color online) A good example of tripolar SPWM pattern generated using the proposed optimization rules. (a) The tripolar SPWM waveform with fringe pitch of 80 pixels and \( f_c = 8f_0 \); (b) frequency spectrum of (a).

![Figure 10](image2.png)

Fig. 10. (Color online) Simulation results of SBM using three to five-step phase-shifting algorithms. (a) The original squared binary structured pattern; (b) the Gaussian smoothed version of (a); (c) frequency spectrum of (a); (d) frequency spectrum of (b); (e) the phase error of three-step algorithm (RMS: 0.1638 rad); (f) the phase error of four-step algorithm (RMS: 0.3250 rad); (g) the phase error of five-step algorithm (RMS: 0.0697 rad).
where \( n = 1, 2, 3, \ldots, k = 1, 3 \). In general, when \( n \) is greater than or equal to 2, the harmonics can be neglected since their orders are too high. Figure 8(e) shows the spectrum of the tripolar SPWM waveform shown in Fig. 8(d). It can be observed that the spectrum of the tripolar SPWM pattern has peaks around the frequency \( 2f_c \), locating at \( 2f_c \pm f_0, 2f_c \pm 3f_0 \). The order of these harmonics is beyond 16, so they can be easily suppressed even with a nearly focused optical system, and thus an ideal sinusoidal pattern can be obtained.

It is worthwhile to note that when designing the tripolar SPWM patterns, the three principles given in Section 3.A are also applicable. Figure 9 shows a good example of the tripolar SPWM pattern generated according to these rules. The \( f_c \) is chosen as \( 7f_0 \), and the fringe pitch is 80 pixels.

4. Simulations

Simulations were carried out to verify the effectiveness of the proposed methods. In this research, a Gaussian filter with a size of 8 pixels and a standard deviation of 1.5 pixels was applied for patterns generated by different methods to approximate the slightly defocusing effect. We compared the phase errors in the different pattern schemes for three-, four-, and five-step phase-shifting algorithms and chose the fringe pitch as 60 pixels to avoid phase-shift error. The phase was directly calculated from the fringe patterns, so the ideal unwrapped phase should be a perfect slope. The phase errors were computed by subtracting the unwrapped phase by the ideal slope.

Figure 10(a) shows the SBM pattern, and Fig. 10(b) shows its defocused version. Since the standard deviation of Gaussian filter applied was rather small, the shape of the SBM pattern was not changed so much. The spectra of the two patterns are shown in Figs. 10(c) and 10(d), respectively. It can be seen that the harmonics higher than 13th order have been effectively suppressed by the filter. The phase error curves and their root-mean-square (RMS) values obtained by three-, four-, and five-step phase-shifting algorithms are shown in Figs. 10(e), 10(f), and 10(g), respectively. The spectrum shown in Fig. 10(d), together with Table 1, was carefully examined to better

Fig. 11. (Color online) Simulation results of SPWM (\( f_c = 8f_0 \)) using three to five-step phase-shifting algorithms. (a) The original SPWM pattern; (b) the Gaussian smoothed version of (a); (c) frequency spectrum of (a); (d) frequency spectrum of (b); (e) the phase error of three-step algorithm (RMS: 0.2319 rad); (f) the phase error of four-step algorithm (RMS: 0.0436 rad); (g) the phase error of five-step algorithm (RMS: 0.1396 rad).
verify the rationality of these results. The four-step algorithm resulted in the largest phase error, which was expected because it is sensitive to all odd-order harmonics. The phase error in the three-step method is much smaller since the third harmonics did not induce phase error in three-step algorithm. Due to its insensitivity to third-, fifth-, and seventh-order harmonics, the five-step method shows an even smaller RMS error—0.0697 rad.

Figure 11 shows the simulation results with the proposed SPWM plus four-step phase-shifting algorithm ($f_c$ was chosen as $8f_0$). It can be seen, with a small defocusing level, that the spectrum of the pattern contained only three evident higher-order peaks, corresponding to the sixth-, eighth, and 10th-order harmonics. These three harmonics did not induce any phase error in the four-step algorithm but would affect the phase of three-step algorithm. The final phase errors shown in Figs. 11(e) and 11(f) met our expectations. The RMS error for the proposed SPWM plus four-step phase-shifting algorithm is only 0.0436 rad. This value is insignificant for most of the measurements. Although one more step of phase-shifting was used, the phase error of the five-step algorithm did not further improve due to the error derived from sixth-order harmonic.

Next we demonstrate the results of the SPWM patterns when $f_c$ was chosen as $9f_0$ (Fig. 12). Similarly, there were three evident higher-order peaks, corresponding to the seventh, ninth, and 11th-order harmonics in the spectrum of the defocused pattern. But unfortunately, none of the three phase-shifting algorithms produced good result. The seventh-order harmonic induced phase errors in three- and four-step algorithms, the ninth-order harmonic induced phase errors in 4- and five-step algorithms, and the 11th-order harmonics induced phase errors in all the three algorithms.

The simulation results with tripolar SPWM patterns ($f_c$ was chosen as $8f_0$) are given in Fig. 13. We can see that the tripolar SPWM could generate high-quality sinusoidal patterns with a very small defocusing degree, and there was almost no evident high-order harmonics in the spectrum of the defocused pattern. Due the high sinusoidality of the tripolar SPWM pattern, all the three phase-shifting algorithms gave satisfactory results with almost the same level of phase errors as the SPWM plus
four-step phase-shifting algorithm. The only difference is that the number of phase steps can be reduced from four to three when combined with the three-step algorithm, requiring one less frame.

It should also be mentioned that the proposed SPWM plus four-step phase-shifting algorithm and tripolar SPWM should have no phase error theoretically with a small defocusing level (equivalent to the effect of Gaussian filter in our simulations). Their phase errors are mainly due to some unwanted error-causing harmonics resulting from the discrete nature of the patterns; e.g., there was a very low peak corresponding to the third-order harmonics in the spectrum defocus SPWM pattern (fc was chosen as 8f0). This effect of the discrete pattern can be minimized according to our proposed principles, but it cannot be eliminated completely.

5. Experiments

To further verify the proposed methods, a 3D shape measurement system was built comprising a DMD projector (X1161PA, Acer) and a CCD camera (GE680, Allied Vision Technologies) with a computer1614-MP lens F/1.4 with f of 16 mm. The resolution of the camera is 640 × 480, with a maximum frame rate of 205 frames per second. The projector has a resolution of 800 × 600 with a lens of F/2.41–2.55 with of 21.79 mm–23.99 mm.

We first measured a simple geometry plaster model, comparing the results from different pattern schemes with three-, four-, and five-step phase-shifting algorithms. The patterns used were same as those in our previous simulations. The digital video projector projected those fringe patterns, and the CCD camera captured the reflected fringe images with the tested plaster model. In this experiment, the projector was slightly defocused. To better visualize the defocusing level, we show the tested object with the different projected patterns in Figs. 14(a), 14(e), 14(i), and 14(m), respectively. The measurement results of three-, four-, and five-step phase-shifting algorithms using SBM patterns are shown in Figs. 14(b), 14(c), and 14(d), respectively. The three- and four-step algorithms produced results with clearly noticeable ripples, while the error in the five-step algorithm was much smaller but still
noticeable. From the results of SPWM with \( f_c = 8f_0 \) [Figs. 14(f)–14(h)], we can see that the five-step algorithm produces weaker and lower-frequency corrugations than the three-step algorithm, and the four-step method generates the best 3-D shapes, in which the ripples are hardly noticeable. Using SPWM pattern with \( f_c = 9f_0 \), all the three phase-shifting methods generated harmonic-distorted 3D results [Figs. 14(j)–14(l)], but comparatively speaking, the result of the three-step method was smoother. When the tripolar SPWM patterns were applied, almost no regular ripples were noticeable in all results of different phase-shifting methods. The simulated and experimental results were in good agreement, which have verified the validity and rationality of the two proposed methods. We can conclude that if the main source of error is random noise in the pattern, then the proposed SPWM plus four-step phase-shifting algorithm and tripolar SPWM method can generate results with errors of small scale that are hardly comparable with the magnitude of the phase error due to the noise encoded in the fringe pattern.

To further validate the feasibility of the methods proposed in this paper, a more complicated plaster sculpture was also measured. The fringe pitch was chosen as 48 pixels, and we used \( f_c = 6f_0 \) for the SPWM pattern and \( f_c = 7f_0 \) for the tripolar SPWM pattern. Figures 15(a) and 15(c) show the five periods of one projected SPWM pattern and one tripolar SPWM pattern, respectively. Figures 15(b) and 15(e) show the tested object with distorted fringe patterns. It can be seen that the defocusing level was so small that the structure of the SPWM pattern can be clearly identified. But even with this defocusing level, the ideal sinusoidal pattern could be generated by using our tripolar SPWM technique. We use the four-step method for SPWM patterns and the three-step method for tripolar SPWM patterns. The final measurement results were shown in
Figs. 15(c) and 15(f). The 3D shape of the sculpture was faithfully reconstructed with the two proposed methods, resulting in smooth surfaces without spurious features. These results further confirmed that the proposed SPWM plus four-step phase-shifting algorithm and the tripolar SPWM method can successfully achieve accurate 3D measurement with a rather small level of defocusing.

6. Conclusions and Discussions

This paper has presented two techniques to minimize phase error and generate high-quality sinusoidal fringe patterns with projector defocusing to overcome the nonlinear response of the projector in a 3D shape measurement. We have analyzed the sensitivity of each harmonic frequency component affecting the calculated phase for different phase-shifting algorithms. Considering that the four-step phase-shifting algorithm is insensitive to all even-order harmonics, we have optimized the SPWM technique and combined it with the four-step phase-shifting algorithm. With this method, the dominant undesired harmonics can be shifted to higher even-order frequency so that they have no impact on the phase obtained by the four-step phase-shifting algorithm. The other method we have proposed is called tripolar SPWM, which uses one additional gray-level to further improve the SPWM method, modulating the undesired harmonics to very high frequencies. It can generate high-quality sinusoidal fringe pattern seven with a nearly focused optical system. Our simulation and experiment results have verified the validity of the proposed methods, showing that the remaining phase error is negligible for most applications. Besides, the improvement in performance is not at the cost of reducing the measurement speed (SPWM plus four-step phase-shifting algorithm only needs four patterns, and the tripolar SPWM method combined with three-step phase-shifting algorithms only use three patterns) or involving additional postprocessing procedures. So our methods are very advantageous for real-time measurement in a time critical environment.

It may be worth noting that our methods may fail due to the nonlinear distortions of the CCD camera used in the measurement system. This may happen when the “gamma-correction” or “automatic gain control” (AGC) of the camera fails to be disabled. However, according to Pan et al. [20] and our experimental results, nonlinearity of the camera can be neglected compared to that of the projector in most cases. Another key issue to justify our work is that our pattern strategy employs only very few gray-levels (two or three), which is preferable for high-speed (kHz) applications since the DMD is a binary digital device. Because the DMD mirrors can be either on or off, a gray-scale image is created with the binary temporal pulse width modulation [21], and the intensity level is reproduced by controlling the amount of time the mirror is on/off. The fewer gray-scales the pattern is encoded, the fewer cycles are needed for DMD to recompose the pattern signals. So the proposed techniques have great potential for high-speed (kHz) shape measurement with higher accuracy and wider measurement depth range. This topic will be considered in our future work.
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